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Abstract

In the onsite operation phase, failures are the main causes of worsened performance and degraded reliability. Consequently, an effec-
tive maintenance is the main approach to failure reduction. According to the maintenance performed before or after a failure, mainte-
nance can be sorted as preventive maintenance (PM) and corrected maintenance (CM). Preventive maintenance is an effective approach
to improving reliability. Time-based and condition-based maintenance are two major categories of preventive maintenance. In contrast,
condition-based maintenance can be a better and more cost-effective type of maintenance than time-based maintenance. To improve
condition-based preventive maintenance, this study uses a hybrid Petri net modeling method coupled with fault-tree analysis and pa-
rameter trend to perform early failure detection and isolation. A Petri net arrangement, namely early failure detection and isolation ar-
rangement (EFDIA), is employed that facilitates alarm, early failure detection, fault isolation, event count, system state description, and
automatic shutdown or regulation. These functions are very useful for health monitoring and preventive maintenance of a system. Be-
sides, the Petri net with these capabilities is not only done on paper but also actualized on an FPGA as an application-specific inte-
grated circuit (ASIC) so that the proposed scheme is practicable. A thermal power plant is adopted as an example to demonstrate the
method.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

In the onsite operation phase, failures are the main causes
of worsened performance and degraded reliability. Accord-
ingly, failure avoidance is the main approach to reliability
assurance. To achieve failure reduction, an effective mainte-
nance is the best way[1]. There are three main types of main-
tenance: improvement maintenance (IM), preventive main-
tenance (PM), and corrective maintenance (CM)[2]. The
purpose of IM is to reduce or eliminate entirely the need for
maintenance, i.e. IM is performed at the design phase of a
system emphasizing elimination of failures. However, there
are many restrictions for a designer, such as space, budget,
market requirements, etc. Usually the reliability of a prod-
uct is related to its price. On the other hand, CM is the re-
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pair performed after failure occurs. PM means all actions
intended to keep equipment in good operating condition and
to avoid failures[2]. PM should be able to indicate when a
failure is about to occur, so that repair can be performed be-
fore such failure causes damage or capital investment loss.
Hence, PM is an effective approach to promoting reliabil-
ity [3]. Time-based and condition-based maintenance are
two major approaches for PM. In contrast, condition-based
maintenance can be a better and more cost-effective type of
maintenance than time-based maintenance[4]. Irrespective
of the approach adopted for PM, the key point is whether a
failure can be detected early or even predicted. If the pre-
dicted parameters indicate a device is going to fail, then the
failure can be prevented in time by PM. Nevertheless, the
parameters should be accurately predicted at a reasonably
long time ahead of failure occurrence[5,6]. Many methods
have been proposed for failure prediction such as statistic
skills [7,8], neural network[9], understanding the failure
mechanism of damaged product[10], etc.
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Fig. 1. A control chart.

Time-based maintenance is commonly adopted by the
power plants in Taiwan recently. A scheduled maintenance
is enacted based on a statistical average that is suggested
by the equipment vendor or decided by the field-engineers.
Therefore, time-based maintenance still retains the unavoid-
able risk that the system may fail before criteria are ex-
ceeded, i.e. a failure may occur unexpectedly. On the other
hand, the actual duty-cycles for a certain part or module
may be longer than those averages, so if they are replaced
during scheduled maintenance, that is a waste of the in-
vestment. The condition-based scheme avoids those draw-
backs. This study aims to promote the maintenance strategy
for a thermal power plant from timed-based to condition-
based.

Probabilistic risk assessment (PRA) is one of the effec-
tive methods for hazard reduction and maintenance strat-
egy planning[11,12]. PRA is widely used in different ar-
eas concerning system safety, such as power plants[13–15],
space shuttle[16], etc. Many extensions of the classic fault
tree, for example: a probabilistic fault tree[17] and a dy-
namic fault tree[18], are employed as tools[19] to per-
form PRA. Expert system for PRA is developed[20] as
well. In this study, a hybrid Petri net modeling method cou-
pled with fault-tree analysis and parameter trend are used
to perform early failure detection and isolation. First of all,
a Petri net dealing with system failure, namely PNSF, has

Fig. 2. Basic structures of logic relations for Petri nets.

to be established, which can either be transformed from a
system fault-tree or be constructed directly[4]. Each event
in the PNSF is continuously monitored by an adequate sen-
sor. Actual values of the event are acquired by the moni-
tor sensors. Each event has a prescribed warning value, and
the sensor-acquired value is compared with the prescribed
warning value to judge whether the monitored event to be
failed or not. Once the sensor-acquired value reaches the
warning value, the failure is predicted. Accordingly, the cur-
rent state is a warning state and the PM should be executed
now.

Nowadays, ICs are becoming not only smaller and
more powerful but also faster and cheaper. As a result,
application-specific integrated circuits (ASICs) are widely
used. In practice, Petri nets can be implemented as ASICs,
so as to perform specific functions without user interven-
tion. The Petri net used to perform early failure detection
and isolation in this study is converted to logic circuit and
actualized on an ASIC via an Field-Programmable Gate
Array (FPGA).

2. Control chart and threshold

A failure threshold is a value used to judge an equipment
failure occurs or not. It is prescribed as the measurement
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value that is taken just prior to or at the time of failure. Life
testing is one method to obtain such data, and may be per-
formed by field-engineers or users. Normally, the mean value
of a failure-probability function that is established from tests
of manufacturers is a theoretic value for the threshold.

Once the threshold has been determined, a margin of
safety should be added to account for variations in early
failure detection. The safety margin can be determined by
the requirement of lead-time for PM or evaluation of the
physical properties and actual operating conditions of differ-
ent systems. The lower the warning value is set, the greater
is the assurance that PM will be done prior to failure[2],
whereas more labor manpower and cost will be expended.
Theoretically, triple the standard deviation is one possible
choice in prescribing a warning value[3]. On the basis of
failure thresholds and warning values, a control chart can be
constructed to conduct limit control, as illustrated inFig. 1.
The lead-time of early detection can be obtained by extrap-
olating the curve in a control chart with a line slope that
is constructed by the last two sampled points on the curve
[21]. The lead-time is the period between the time point
where the warning value is exceeded and the intersection of
the extended line and the time-axis. The lead-time obtained
from the control chart is for the action of the PM for the
monitored channel.

Failure detection can be carried out by comparing actual
with nominal quantities, and fault isolation by comparing ac-
tual with fault quantities[22]. Consequently, an instrumenta-
tion system should be set up for PM, to acquire actual quan-
tities at measurement points. In addition to being used for
comparison, acquired quantities can be stored to establish a
database for modifying predetermined failure thresholds and
warning values. The performance of some systems depends
on external conditions. For example, the output current of
a power generator varies with the load, which changes with
time during the day. Hence, thresholds and warning values
may be varied according to a scheduled scheme that ac-
complishes adaptive adjustment for those values. Referring
to Fig. 1, the situation is called ’error’ in this paper when-
ever the acquired quantity exceeds the prescribed low (high)
warning value but falls within the low (high) warning value
and low (high) failure threshold. An error is sometimes re-
ferred to as an incipient failure[23]. Therefore, PM action
is taken when the system is still at an error condition, i.e.
within acceptable deviation and before failure occurs. Thus,
through the technique of PM, failure can be early processed
so that the reliability is improved.

3. Petri nets and EFDIA

3.1. Petri nets

A Petri net is a general-purpose graphical tool for describ-
ing relations existing between conditions and events[24].

The basic symbols of Petri nets include[25]:

� Place, drawn as a circle, denotes event
— Immediate transition, drawn as a thin bar,

denotes event transfer with no delay time
Timed transition, drawn as a thick bar, denotes
event transfer with a period of delay time

↑ Arc, drawn as an arrow, between places and transitions
� Token, drawn as a dot, contained in

places, denotes the data
Inhibitor arc, drawn as a line with a circle
end, between places and transitions

Places contain dots, the representation of tokens, being
the specific marking of a Petri net[26].

The transition is said to fire, if input places satisfy an
enabling condition. Transition firing will remove one token
from all of its input places and put one token into all of its
output places[27].

Basic structures of logic relations for Petri nets are listed
in Fig. 2, where there are two types of input places for the
transition; namely, specified and conditional[4]. The for-
mer has a single output arc whereas the latter has multiples.
Tokens in a specified-type place have only one outgoing
destination, i.e. if the input place(s) holds a token then the
transition fires and gives the output place(s) a token. How-
ever, tokens in the conditional-type place have more than
one outgoing paths, which may lead the system to differ-
ent situations. For the ‘TRANSFER or’ Petri net inFig. 2,
whether Q or R takes over a token from P depends on which
output-transition of P is fired earlier.

There are three types of transitions that are classified
based on time[24]. Transitions with no time delay are called
immediate transitions, while those that need a certain con-
stant period of time for transition are called timed transi-
tions. The third type is called a stochastic transition and is
used for modeling a process with random time[28]. Hence
the Petri net is a powerful tool for modeling various systems.

3.2. The EFDIA

An early failure detection and isolation arrangement (EF-
DIA) [4] is employed in this paper. It is a hybrid Petri net that
includes three kinds of Petri sub-nets: ordinary, inhibitor-arc
type, and timed. In an PNSF, for PM optimization, each
place with a monitor sensor will be equipped with an EF-
DIA that facilitates alarm, early failure detection, fault iso-
lation, event count, system state description, and automatic
shutdown or regulation. In this context, a cause-consequence
type of PNSF is drawn in fault-tree style with basic events
at the bottom and the final undesirable event at the top. EF-
DIA is shown inFig. 3, and all the symbols are defined as
follows:

1. n: total number of sensing points in a PNSF.
2. i: sequence number, 1� i� n.
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Fig. 3. Early failure detection and isolation arrangement (EFDIA).

3. M(P)k: marking of placeP at timekT, representing the
token quantity of placeP at timekT, k = l, 2, 3, . . .

4. Pi: ith place of PNSF,M(Pi) = 1 if the failure repre-
sented byPi occurs.

5. Ti: ith transition of PNSF, representing the time dura-
tion.

6. Si: sensing signal place ofPi, Si generates a to-
ken such thatM(Si) = 1 if the signal ofSi exceeds
the warning value, i.e. an abnormal situation (error)
occurs.

7. TiE: error transition ofPi; an immediate transition.
8. TiL: error times log transition ofPi; an immediate tran-

sition.
9. TiM: maintained transition, representing the transitional

time from when the PM action forPi is taken to when
Pi is maintained, a timed transition.

10. TiP: processing transition ofPi; an immediate transition.
11. TiR: reset transition ofPi; an immediate transition.
12. TiS: sensing transition ofPi; an immediate transition.
13. TiT: transfer transition ofPi; an immediate transition.
14. TiU: unprocessed transition ofPi, representing the tran-

sitional time from when theith warning signal appears
to whenPi failure occurs, a timed transition.

15. Next LowerTW: warning times log transition of the
corresponding next lower levelPW; an immediate tran-
sition; the number of the Next LowerTW should equal
the number of inhibitor arcs of transitionTiE.

16. PA
i : PM action taken place ofPi; PA

i generates a to-
ken such thatM(PA

i ) = 1 if the PM action forP, is
taken.

17. P
Bj
i jth buffer place ofPi for tokens to stay temporarily,

j = 1 to x; x is the number of input arcs forPi. P
Bj
i

is unnecessary whenPi is a basic place in a PNSF. A
basic place is a place that there is no place lower than
it in a Petri net.

18. PE
i : error indication place ofPi; M(PE

i ) = 1 afterTiE
fires if theM(Si) = 1 situation is generated byPi itself
but not aroused by lower-level places (for fault isola-
tion).

19. PF
i : failure counter place ofPi; M(PF

i ) represents failure
times log number ofPi; M(PF

i ) increases by one when
Pi failure occurs.

20. PL
i : error counter place ofPi; M(PL

i ) represents the
error times log number ofPi; M(PL

i ) increases by one
whenPi error occurs.

21. PM
i : maintenance counter place ofPi; M(PM

i ) represents
maintenance times log number ofPi; M(PM

i ) increases
by one when theM(Si) = 1 situation is maintained.

22. PP
i : processing place ofPi, representingPi in being

maintained situation.
23. PR

i : reset counter place ofPi; M(PR
i ) represents the

warning times log number ofPi that are aroused by
lower-level places, i.e. the reset times of theith RESET
R.
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Fig. 4. Flowchart of the EFDIA.

24. PT
i : transitional place ofPi, representing a transitional

state inserted betweenSi andPi, which is the original
path fromSi to P; without EFDIA constructed.

25. PU
i : unprocessed place ofPi, representing the error of

Pi not corrected.
26. Next LowerPW: warning counter place of the next lower

P; M(Next Lower PW) represents the warning times
log number of the next lowerP no matter from where
warning cause arises. The number of the Next Lower
PW should equal number of inhibitor arcs of transition
TiE.

27. ith RESET E: reset E place ofPi, representing a reset
signal forPE

i , generates a token once it is triggered.
28. ith RESET R: reset R place ofPi, representing a reset

signal forPB1
i , generates a token when it is triggered.

29. Next Lower RESET W: reset W place of the corre-
sponding Next Lower levelPW; representing a reset sig-
nal for P

Bj
i (j is the sequence number of the next lower

place); generates a token once it is triggered; the num-
ber of the Next Lower RESET W should equal number
of inhibitor arcs of transitionTiE.

30. ASFM: automatic shutdown or feedback mechanism
place; for instance, an air-conditioning or ventilation
system is a feedback mechanism for an over tempera-
ture module.

31. ith WARNING SIGNAL: warning signal place forPi.
32. Clock: a clock is embedded to indicate and record the

time of the occurrence for each event.

To explain EFDIA more clearly, based on the aforemen-
tioned definition for each symbol, the operation of EFDIA
is depicted step by step as follows.

1. As defined in the previous paragraph,M(P) is the mark-
ing of place P. Thus, M(PT

i ) = 1 represents theSi

monitored subsystem (module) at a transitional state.
Transition TiS fires if M(Si) = 1. Subsequently, each
of PB1

i , ith WARNING SIGNAL, PT
i , and next higher

PB2 obtains a token. Similarly,M(ith WARNING SIG-
NAL) = 1 represents that theith warning signal goes
on, which may be a light indication, a beep or some
other form, to remind the user that the value of the
monitored signal has reached the prescribed warning
value.

2. There are two paths to follow:

(1) Tip fires if PA
i generates a token, i.e. PM action is

taken. The tokens inPA
i and theith WARNING SIG-

NAL move toPP
i , i.e. the subsystem (module) is be-

ing maintained. Otherwise,TiU fires if PA
i does not

generate a token during the transition time ofTiU
such thatPU

i acquires a token.
(2) TiE fires if PB2

i has no token, i.e. this error is not
caused by the next lower subsystem (module) but
by the ith-level subsystem (module) itself, such that
PE

i obtains a token. On the other hand, ifPB2
i holds

a token, i.e. this error results from the next lower
subsystem (module), thenTiE does not fire, such that
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Fig. 5. Counter circuit converted form Petri net.

the token fromSi will be held in PB1
i . The error is

hence isolated.
3. There are again two paths to follow:

(1) TiM fires if the PM action is finished, such that the
token inPP

i together with the token inPT
i move to

PM
i , i.e. this error has been corrected. Otherwise,

TiT fires if PU
i obtains a token resulting from the

firing of TiU, i.e. PM action was not taken in time,
such that tokens inPU

i and PT
i , move toPi, i.e. a

failure indicated by the marking ofPi occurs. As a
consequence, bothPF

i and ASFM also obtain a token.
Accordingly, the failure times log number increases
by one and the ASFM is triggered. The ASFM can
be optional for different systems.

(2) TiL fires if PE
i holds a token and theith reset E is

triggered, such thatPL
i obtains a token, i.e. the error

times log number ofPi increases by one. Otherwise,
the token in buffer placePB1

i will move to PR
i when

TiR fires by triggering theith RESET R, i.e. this error
is not caused byPi and the reset times log number
of Pi increases by one. Similarly, the Next Lower
RESET W triggers to fire Next LowerTW such that
the token in the other buffer place,PB2

i , moves to the
Next LowerPW, i.e. the warning times log number
of the next lowerP increases by one.

Conventionally, a flowchart is an easy visual representa-
tion for understanding the operational steps. Therefore, the
above descriptions are summarized into a flowchart for clar-
ity, as shown inFig. 4.

3.3. Capabilities of EFDIA

1. Alarm: EFDIA provides alarm capability whenever an
over-warning-value situation occurs, by triggering theith
WARNING SIGNAL for the associated place.

2. Early failure detection: EFDIA is capable of early fail-
ure detection, since the alarm function operates when-
ever the sensor-acquired value reaches the corresponding
prescribed warning value. This means that the abnormal
situation is detected before failure occurs.

Fig. 6. Corresponding circuits for basic Petri net symbols.

3. Fault isolation: The cause(s) of malfunction of a system
can be located anywhere within the system. However,
since malfunction causes are constrained by the logic re-
lations of the PNSF, they can be isolated by the inhibit

Fig. 7. Timer circuit converted form Petri net.
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Fig. 8. Circuit of FRE1DIV15.

transition TiE via the indication of the event flagPE
i .

The error is located at theith place ifM(PE
i ) = 1. Other-

wise, the error of theith place arises from the lower-level
place(s) even if theith warning signal appears.

4. Event count: All the counters designated in EFDIA record
the associated occurrence multiplicities of events. By in-
corporating a time clock, the associated rates can be ob-
tained at the same time. The following items can be de-
rived from EFDIA:
(1) Failure rate of theith place:M(PF

i )/t.
(2) Error rate of theith place:M(PL

i )/t.
(3) Maintenance rate of theith place:M(PM

i )/t.
(4) Alarm rate of theith place:M(PW

i )/t.
From these rates, two advantages can be obtained:

(1) If the ith subsystem is maintained whenever a fail-
ure is predicted, the failure rate of theith place can

Fig. 9. Circuit of DELAY20.

be minimized such that the system reliability is im-
proved.

(2) All the rates can be recorded as historical data so as
to perform statistical prediction of system failure (by
failure rate and error rate), and the time needed for
maintenance (by maintenance rate) of each subsys-
tem can be derived.

5. System state description: The system state is clearly vis-
ible by the indication of every place in EFDIA. The fol-
lowing parameters are defined to account for system state:
(1) Mk: marking of the PNSF at timekT, Mk = [M(P1),

M(P2), . . . , M(Pn)]T.
(2) Sk: predicted sensing signal matrix at timekT, Sk =

[M(S1), M(S2), . . . , M(Sn)]T.
(3) Lk: maintenance log matrix at timekT, Lk =

[M(PM
1 ), M(PM

2 ), . . . , M(PM
n )T.
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Fig. 10. Circuit of EFIDIA.

(4) Fk: failure number log matrix at timekT, Fk =
[M(PF

1 ), M(PF
2 ), . . . , M(PF

n )]T.
(5) Ek: error indication matrix at timekT, Ek = [M(PE

1 ),
M(PE

2 ), . . . , M(PE
n )]T; the ith entry indicates that the

error is located at theith place if theith entry value
is unity.

6. Auto shutdown or regulation: Automatic shutdown or
regulation capability can be provided by EFDIA through
triggering the ASFM place. ASFM is intended to pre-
vent a higher-level fault or system breakdown by auto-
matic shutdown or regulation. It should be incorporated
with the places that may cause a safety problem in an
PNSF.

7. Time recording: The time at which each event occurs
can be indicated and recorded by the embedded CLOCK.
This is required for failure analysis.

4. Implementation of EFDIA

System can be modeled into Petri net to express not only
static behaviors such as logical relations between compo-
nents of the system, but also dynamic behaviors such as
operating sequence or failure occurrence of the system. Be-
cause Petri nets are state machines[29], it is feasible to
realize Petri nets to perform those capabilities. Hardware

implementation of Petri nets actualizes state machines that
are converted from Petri nets to logic circuits. Mainly be-
cause of the programmable capability, FPGAs are suitable
for hardware implementation of Petri nets. This study em-
ploys a Xilinx FPGA[30] as the design tool to implement
Petri nets.

4.1. Petri net symbols

By using Xilinx Foundation[30], each of the Petri
net-converted circuits can be generated as a macro symbol
for the schematic toolbox. Detail circuits of corresponding
macro symbols can be observed by hierarchy push-and-pop
functions. The corresponding circuits for the five basic
symbols of Petri nets are listed inFig. 5.

1. Place, a place can be converted to a D-type flip–flop,
which represents the associated event occurrence by out-
put high Q. Q is high if D is high at the rising edge of
the clock pulses.

2. Token, a token can be represented as a logic high signal.
3. Arc, arcs are connection wires between components.
4. Immediate transition, a connection point represents it.
5. Inhibitor arc, an inhibitor arc can be converted to a con-

nection wire with an inverter. It inverts the relation be-
tween input (X) and output (Y).
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Fig. 11. EFIDIA macro symbol.

4.2. Specific function arrangements

1. Reset: This function is used to release the token that is
hold in a place by generating a token to fire the output
transition of the place. Since a token is implemented by a
logic high signal, the reset function can be implemented
as a push button with a Vcc input.

2. Counter: It is used to count and record event occur-
rence times. There are various types of counters in Xil-
inx XACT libraries [31]. In a Petri net dealing with sys-
tem failures, the counter should count up to a sufficient
number and be able to be cleared asynchronously. There-
fore, a 4-bit cascade binary counter with clock enable
and asynchronous clear (CB4CE) is adopted in this study.
The CB4CE is shown inFig. 6and pin functions are de-
scribed as follows:

(1) CE is the clock enable input, which is used to enable
the counter itself.

(2) C stands for the clock.
(3) Q0, Ql, Q2, and Q3 constitute four data output bits.

They increment when the CE is high during the
low-to-high clock transition.

(4) CEO is the counter-enable output, which is used to
enable the next stage counter.

(5) TC denotes terminal count. It is high when all Qs are
high.

(6) CLR is the asynchronous clear. When CLR is high,
all other outputs are ignored and all Qs and TC out-
puts go to logic level zero, independent of clock tran-
sition.

3. Timed transition: It denotes event transfer with delay time
t. As shown inFig. 7, it is implemented by a timer with
delay timet and start–reset functions. The timer output
becomes high at t time later than the arrival of a logic
high signal at the timer input. To achieve this function,
a two-level hierarchy configuration circuit is used. The
lower level is a frequency divider, namely FREQDIV15
in this study, dividing the input clock frequency by 15.
The FREQDIV15 circuit is shown inFig. 8, where the
X74 160 is a 4-bit BCD counter[31]. The FREQDIV15
sends a clock pulse out for every 15 input clock pulses
and clears X74160 at the positive edge of the 16th clock
pulse. The FREQDIV15 is generated to a macro sym-
bol, as shown inFig. 9, for the design toolbox of this
project file. The upper-level circuit of the timer configu-
ration is shown inFig. 9. There is an existing oscillator
in Xilinx XACT library, namely OSC4, which supplies
five different frequencies of clock, i.e. 15 Hz, 490 Hz,
16 kHz, 500 kHz, and 8 MHz. The FREQDIV15 outputs
a 1 Hz clock by feeding the 0SC4 15 Hz clock into the
FREQDIV15. The 1 Hz clock is used as a base time to
generate theN-sec time delay for timed transition merely
follows the FREQDIV15 a MOD-N frequency divider. A
MOD-20 frequency divider circuit, for example, follows
the FREQDIV15 inFig. 9. The D flip–flop and the AND
gate construct a switch to start and stop counting delay
time of timed transitions by the IN2 trigger signaland the
STOP signal, respectively. The STOP signal also resets
the timer. Using the technique similar to the DELAY20
and the five clock frequencies provided by OSC4, a va-
riety of delay times can be implemented.
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Fig. 12. I/O assignment on Demonstration Board for EFDIA implementation.

4.3. Circuit of EFDIA

Using circuits described inSections 4.1 and 4.2, the logic
circuit of the EFDIA is constructed as shown inFig. 10. Each
of H3 and H4 inFig. 10is a timer composed of DELAY20.
The EFDIA circuit can be integrated into a 39-pins ASIC.
Fig. 11 shows the macro symbol for EFDIA. Hence, the
EFDIA Petri net is realized to become an ASIC as long as
downloading this EFDIA macro to a Xilinx FPGA board
[32], The correspondence between EFDIA pin names (Fig.
11) and EFDIA Petri net symbol names (Fig. 3) are listed
below:

1. Input pins:
(1) CPI-1W: clear signal, which is implicit inFig. 3, for

Next LowerPW counter
(2) TI-1S: Next LowerTS
(3) SIN: Si

(4) PIA: PA
i

(5) IRW: Next Lower Reset W
(6) IRR: ith Reset R
(7) IRE: ith Reset E
(8) CPIR: clear signal, which is implicit inFig. 3, for

PR
i counter

(9) CPIM: clear signal, which is implicit inFig. 3, for
PM

i counter
(10) CPIL: clear signal, which is implicit inFig. 3, for

PL
i counter

(11) CPIF: clear signal, which is implicit inFig. 3, for PF
i

counter
2. Output pins:

(1) PIT: PT
i

(2) PIB1:PB1
i

(3) IWS: ith WARNING SIGNAL
(4) PIE:PE

i

(5) PI-1WQ0–PI-1WQ3: Next LowerPW counter
(6) PIRQ0–PIRQ3:PR

i counter
(7) PILQ0–PILQ3:PL

i counter
(8) PIFQ0–PIFQ3:PF

i counter
(9) PIMQ0–PIMQ3:PM

i counter
(10) PI:Pi

(11) PIB2:PB2
i

(12) NHPB2: Next HigherPB2

(13) ASFM: ASFM

4.4. Implementation

The EFDIA logic circuit is implemented by downloading
its schematic diagram to a Xilinx FPGA Demonstration
Board. The board is a stand-alone board for experimenting
and developing prototypes using the Xilinx FPGA architec-
ture. Two FPGA devices, namely XC3020A and XC4003E
have been installed on the board. The XC4003E has higher
density and more input/output blocks and flip–flops than
the XC3020A [33]. Hence, the XC4003E is adopted in
this study to implement EFDIA. The configuration of the
XC4003E for implementing the EFDIA is described as
follows:

1. Power supply: The power for the Demonstration Board
is supplied by a battery set, which has 3 AA(UM-3) bat-
teries in series to supply+5 V through the connector J9
of the board.

2. Downloading interface: The EFDIA schematic diagram
for configuring the XC4003E is downloaded from a per-
sonal computer through an Xchecker cable[32] which
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Fig. 13. The downloaded Demonstration Board.

connects either the COM1 or COM2 port of the computer
to the J2 connector of the board.

3. Input terminals: Switches SW3, SW4 and SW5 provide
input signals for the XC4003E to implement the EFDIA
circuits. The SW3 is a switch set with eight switches
connecting to eight general-purpose inputs on XC4003E
input pins. An XC4003E input pin is set to logic 1 when
the corresponding switch is on, and logic 0 when the
corresponding switch is off. The SW4, namely Reset
Pushbutton, can apply an active-Low reset signal to the
XC4003E via pin 56 when the SW2-7 switch is on. As
for the SW5, namely Spare Pushbutton, applies also an
active-Low signal to the XC4003Eviapinl8.

4. Output terminals: Three seven-segment displays are in-
cluded with the U6 connect to the XC3020A, and U7
and U8 connect to the XC4003E. Each LED segment is
turned on by driving the corresponding FPGA pin Low
with logic 0. Decimal points serve as state and error in-
dicators. Besides, there are eight LEDs connected to the
I/O pins in each FPGA. LEDs Dl through D8 connected
to the XC3020A, while D9 through D16 connect to the
XC4003E. Each LED is also turned on by driving its cor-
responding FPGA pin Low with logic 0. There are extra
16 I/O lines that connect each FPGA.

Fig. 12shows the picture of the downloaded Demonstra-
tion Board, and the I/O assignment on the Demonstration
Board for the EFDIA implementation is shown inFig. 13.

5. Examples

A thermal power plant is employed as an example for
PM by using the method introduced in this study. The sys-

tem block diagram for the thermal power plant is shown in
Fig. 14. In order to construct the PNSF, eight sensors are
selected to be installed at the associated test points to ac-
quire data. Sensor types, locations, and associated sensing
signals are depicted inFig. 14. Fig. 15depicts the resultant
PNSF of this system. However, the PNSF only describes the
cause-consequence relations among events that are shown in
the PNSF. For example,P7 causesP8 but P8 may be caused
by other thanP7 such as excitation system failure, short
circuit, loading conditions, etc. that are not included in the
PNSF. A complete failure-cause list is the prerequisite of a
complete PNSF. Nevertheless, the situation ofP8 caused by
other thanP7 can be identified by the capability of EFDIA
that was depicted inSection 3.3.

The PNSF for the thermal power plant endowed with EF-
DIA is shown in Fig. 16. It is a result of appending an
EFDIA to each place with a monitor sensor inFig. 15,
i.e. P1–P8 The logic relations among all places inFig. 15
are still retained inFig. 16 (the shadowed portion). At ba-
sic places of the PNSF, i.e.P1, P4, and P5, the function
for testing whether the error cause is from the next lower
place or not becomes unnecessary. The following two situa-
tions are used to demonstrate the function of EFDIA in this
system:

1. Suppose the value of the monitored signal for fuel flow,
i.e. S1 in Fig. 16, reaches the prescribed warning value.
Subsequently,T1S fires such that the 1st WARNING SIG-
NAL is produced and each ofPT

1 , PB2
2 andPE

1 obtains
a token.M(PT

1 ) = 1 represents the fuel flow rate that
is at an error situation, and is a transitional state be-
tween normal and faulty. There is a lead-time from then
until P1 failure really happens. If the PM action takes
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Fig. 14. System block diagram of a thermal power plant.

place during the lead-time, thenPA
1 generates a token

such thatTiP fires so as to make the token inPA
1 to-

gether with the token in the 1st WARNING SIGNAL
move to PP

i . The subsystem is being maintained and
the 1st WARNING SIGNAL goes off at this moment.
Tim fires if the PM action is finished. Subsequently, the
tokens inPP

i and PT
1 move to PM

1 , i.e. this error has
been corrected. The marking ofPM

1 , i.e. the mainte-
nance times log number forP1, increases by one. On
the other hand, if the PM action does not take place in
time, thenT1U fires such thatPU

1 obtains a token. Con-
sequently, the tokens inPU

1 andPT
1 move toP1. Hence,

P1 failure occurs. At the same time,PF
1 obtains a to-

ken, i.e. the failure times log number forP1 increases
by one. Because of the logic relation betweenP1 and
P2, the value of the monitored signal forP2, i.e. S2,
exceeds the prescribed warning value due toPi failure.
Accordingly, the 2nd WARNING SIGNAL is produced
and each ofPT

2 , PB2
3 and PB1

2 , obtains a token.T2E is
inhibited by the token inPB2

2 , such that the tokens in
PB1

2 andPB2
2 move toPR

2 andPW
2 after triggering the

2nd RESET R and the 1st RESET W respectively. Hence
this error is located atPi, whereasM(PL

2 ) does not in-
crease.

2. Suppose the value of the monitored signal for shaft ro-
tation speed, i.e.S7 in Fig. 16, exceeds the prescribed
warning value spontaneously while allS3, S4, and S6
are at normal condition. As a result,T7S fires such
that the 7th WARNING SIGNAL goes on. Simultane-
ously, each ofPT

7 , PB1
7 and PB2

8 obtains a token. In a
similar manner, asS1 exceeds the prescribed warning
value, M(PM

7 ) increases by one if the PM action for
P7 takes place in time. Otherwise,P7 failure occurs
such thatM(PF

7 ) increases by one. However, sincePB2
7 ,

PB3
7 andPB4

7 are empty,T7E fires such thatPE
7 obtains

a token. As a result,M(PL
7 ), i.e. the error times log

number for P7, increases by one after triggering the
7th RESET E. It indicates that this error is caused by
the 7th monitored signal, i.e. the shaft rotation speed,
but not by next lower signals, i.e. vapor pressure, re-
cycling pump rotation speed, or return flow tempera-
ture.

Fig. 15. The PNSF for the thermal power plant.
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Fig. 16. The PNSF for the thermal power plant endowed with EFDIA.

ASFM should be incorporated with the places that may
cause safety problem in a PNSF. In this example, each of
P1–P8 failures can trigger ASFM.

6. Conclusions

Knowing when and where a system needs maintenance
and economizing capital investment are two of the major
problems of maintenance. The aforementioned approach im-
proves the maintenance problem in the following aspects:

1. Before a failure of a system occurs, the approach is able
to indicate where and when the failure is going to be.

2. It makes the health condition and the historical record of
maintenance for a system clear at a glance.

3. It avoids the drawbacks of a timed-based maintenance,
i.e. unavoidable risks of failure occurrence and invest-
ment waste.

This paper has presented an early failure detection and
isolation scheme for PM via the thermal power plant exam-
ple, by using a hybrid Petri net modeling method endowed
with fault-tree analysis and parameter trend. The PNSF has
to be constructed beforehand. The next task is to obtain
control charts for all fault places in the PNSF in order to
prescribe thresholds and allowable margins. With these pre-
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requisites, the present method can be applied to any sys-
tem. The introduced Petri net approach not only can achieve
early failure detection and isolation for fault diagnosis but
also facilitates event count, system state description, and au-
tomatic shutdown or regulation. These capabilities are very
useful for health monitoring and preventive maintenance of
a system. Besides, the Petri net with these capabilities, i.e.
EFDIA, is not only done on paper but also actualized on
an ASIC so that the proposed scheme is practicable. The
presented method promotes the maintenance strategy for a
thermal power plant from timed-based to condition-based.
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